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Mejora de la clasificacion de la diferenciacion de la
precision de las variables en la gestion de la educacién

superior con inteligencia artificial

Chao Dongay Yan GuOb,«
aUniversidad de Finanzas y Economia de Ningbo, Ningbo, China
bUniversidad Tecnoldgica de Ningbo, Ningbo, China

AbstractoLa amplia aplicacién de la tecnologia de inteligencia artificial en diversos campos ha acel .. 2do el ritmo de exploracién de la
informacién oculta detras de grandes cantidades de datos. La gente espera utilizar métodos de n. ~eria de datos para realizar investigaciones
eficaces sobre la gestién de la educacion superior, y el algoritmo de clasificaciéon del arbol de dec.:iones como método de anélisis de datos en la
tecnologia de mineria de datos, la precision de clasificacién de alta precisidn, los resultados ¢e d=('sién intuitivos y la alta capacidad de
generalizacién lo convierten en un método mas ideal de gestién de la educacién superior. Con el<pjetivo de mejorar la sensibilidad del
procesamiento de datos y la clasificacién del &rbol de decisiones a los datos ruidosos, est.* documento propone mejoras correspondientes y
propone un estandar de seleccion de atributos de conjunto aproximado de precision variabic basado en la funcién de escala, que considera
tanto la precisién de aproximacién ponderada como el valor del atributo. El niimero (1ejor: la capacidad antiinterferente de los datos de ruido,
reduce el sesgo en la seleccién de atributos y mejora la precision de la clasificaci¢=. Al mismo tiempo, se introducen el umbral del factor de
supresion, el soporte y la confianza en el proceso de poda previa del &rbol, lo qu~ simpurica la estructura del arbol. Los experimentos
comparativos en conjuntos de datos estandar muestran que el algoritmo mejerado | ropuesto en este documento es mejor que otros algoritmos
de &rboles de decisién y puede realizar eficazmente la clasificacién diferenci-~a de ia gestién de la educacién superior.

Palabras clave: Precisién variable, funcién de escala, gestién de la educacién superior, arbol de decisiéon

1. Introducciéon La estrategia de diferenciacion es una de las estrategias

L, L, , bésicas de competencia de las empresas propuestas por el
Con la aceleracién de la popularizacion de la educac 6r o ) )
. | . . maestro de la estrategia Michael Porter. Esta teoria se aplica a
superior en nuestro pais, la competencia naciona! ¢ ) o, o o
) ) ., . la investigacion de las organizaciones e instituciones
internacional a la que se enfrenta la educacién sup~rivr se ] n ) )
, . , . . educativas, y puede utilizarse para analizar la estrategia de
estd volviendo cada vez mas feroz, y la supervive iciay el o )
X . desarrollo de las universidades [2-4]. Con la creciente
desarrollo de las universidades se enfrentar.a giandes ) L . . .
, , diversificacién de la educacién superior, la competencia entre
desafios [1]. Los gerentes estan pensandc =n ur problema o i i
. i . . las universidades de nuestro pais se ha vuelto cada vez mas
de este tipo: cdmo hacer que la universicad obtenga la ] o
i ; obvia, y se ha creado una situacién en la que los fuertes se
ventaja del desarrollo en la competr.ic.3y sc convierta en | . o B
, i hacen mas fuertes y los débiles se debilitan. Esto también
el lider. El autor cree que el uso de la ~.trategia de ) L )
. L, K . demuestra que el modelo unilateral de gestién escolar de mil
diferenciacién es una forma de que las universidades ) . ]
. . . escuelas no ha podido satisfacer las necesidades de la
mejoren sus propias capacidades de desarrollo y . . . .
. . ™ economia de mercado, ni puede satisfacer el rapido desarrollo
mantengan sus propias ventajas competitivas. B . o
de la educacion superior [5-7]. Las universidades deben

-Autor correspondiente: Yan Guo, Ningbo Tech University, Ningbo reflexionar sobre su propia fuerza, posicionamiento y objetivos,

315100, China. Correo electrénico: guoyanbox@yeah.net . buscar un espacio de desarrollo adecuado en funcién de sus
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Las escuelas de negocios deben desarrollar sus propias
ventajas y caracteristicas, fortalecer su propia rareza, reducir la
amenaza de una competencia homogénea y formar una
ventaja comparativa diferente de otras escuelas [8, 9]. Mejorar
y desarrollar su propia competitividad bdsica y construir una
ventaja competitiva Unica. Esta es la implementaciéon de la
llamada estrategia de diferenciacion.

La diversificacién de las universidades es el consenso
formado por los circulos de la educacién superior en mi pais
que entran en la etapa de popularizacién de la educacién
superior. Sin embargo, la situacién real de la educacién
superior de mi pais esta lejos de las exigencias de diversidad y
caracteristicas. En la actualidad, hay dos estrategias que
prevalecen entre las universidades: una es expandir
rapidamente la escala, fusionarse, ampliar la matricula, adquirir
terrenos y construir casas, y utilizar todos los medios para
crecer mas; la otra es fortalecer la fuerza de la investigacién
cientifica e introducir doctores, profesores e incluso
académicos con una alta inversién [10]. Recompensar los logros
de la investigacion cientifica, lo que se manifiesta de manera
destacada en el aumento del nivel de funcionamiento de las
escuelas. Esto ha provocado una grave convergencia en el
desarrollo de diferentes universidades, lo que resulta en
similitudes y funciones de servicio superpuestas. Esto ha
llevado a la escalada continua de la competencia viciosa entre
las escuelas, y se desperdician, abusan y dejan sin usar valiosos
recursos educativos. La distancia entre la educacién y la
realidad social estd aumentando [11]. En China, la construccién
de infraestructura universitaria, equipos de talentos de
informacién y recursos de informacién educativa ha logrado un
gran progreso, pero en realidad se ha centrado en cambiar la
estructura de ensefianza tradicional centrada en el profesor y
construir un nuevo tipo de ensefianza combinada de
asignaturas principales. Menos del 5% de las escuelas estan
integradas con el objetivo de la estructura. Este era un
problema comun en el proceso de informatizacién de la
educacién en ese momento, y también era un cuello de botella
que restringia el desarrollo en profundidad de la
informatizacion de la educacién en mi pais [12]. En este
contexto, el disefio del sistema de indicadores se o, ' ta jui to
con la integracién de la tecnologia de la informaci“. v la
ensefianza, discutiendo los puntos calientes y la u“.en_ia de la
demanda, y cambiando el enfoque de la investiga<'4n al
proceso de aplicacién de la informacién de !a ei.=21anza.

Las caracteristicas de las univers dac as surgen de sus
diferencias. La raiz de las diferencias eri.-e universidades
radica en las diferencias en la demanda de productos de
educacion superior por parte de la sociedad y del mercado.
La diferencia determina que las caracteristicas y la
individualizacion de la universidad sean la fuente de la
ventaja competitiva sostenible de la universidad.

Por lo tanto, la universidad debe crear su propia competitividad
Unica creando diferencias sobre la base de un estudio
comparativo completo de los competidores y las necesidades
sociales. Es decir, debemos hacer un uso completo de la
estrategia de diferenciacién para garantizar que la escuela
tenga una capacidad sobresaliente para administrar una
escuela y una excelente calidad de educacién para tener la
capacidad de competir continuamente. La gestién de la
educacién superior se muestra en la Figura 1.

2. Clasificacién diferenciada de la ¢esuiAn de la
educacién superior basada en ii.*2'ge ncia
artificial de precision variab e

La disciplina es el elementc bas.co de las universidades,
el centro de reunién de talento_ la base para que
profesores y estudiantes ( eser 1pefien sus funciones [13].
Para que una escuela sr.a disuntiva, centrada, de marca,
competitiva y competitive. <5 inseparable de disciplinas y
grupos de disciplina< Gnicos y ventajosos. El académico
estadounidense Fi-re [14] sefialé: “No importa dénde, el
trabajo de la educ>cion superior se compone de dos
modos basicos d cruce vertical y horizontal segun las
disciplinas e instituciones”. En cierto sentido, la
competitiv1ad central de las universidades se concentra en
sus disc’piinas [15]. A nivel de construccién, las
caracte ‘sticas de funcionamiento de las escuelas
super.ares y universidades se reflejan en dltima instancia
en las -aracteristicas disciplinarias de la escuela. El
inaic~uor principal para juzgar si una universidad tiene
cornpetitividad central es su disciplina, y hay dos criterios
para juzgar sus ventajas: uno es si esta a la vanguardia del
desarrollo cientifico y tecnolégico del mundo; el otro es si
se adapta a la tendencia del desarrollo social y econémico
[16]. Una universidad tiene su competitividad central solo
cuando tiene una ventaja absoluta o relativa en una
disciplina o grupo de disciplinas. La construccién
disciplinaria, por un lado, debe esforzarse por fortalecer la
construccién de disciplinas clave, utilizar disciplinas
superiores para demostrar la radiaciéon y promover el
desarrollo coordinado de disciplinas relacionadas; por otro
lado, también presta atencién al desarrollo condensado de
disciplinas y al cultivo de lideres disciplinarios. Existe un
cierto grado de competencia entre los diversos
departamentos dentro de la universidad debido al uso de
los recursos limitados de la escuela. Es imposible que la
escuela distribuya fondos y personal destacado de manera
uniforme en toda la escuela [17, 18]. Por lo tanto, cuando
las escuelas consideran la diferenciacién, deben combinar
la historia de la escuela.
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Fig. 1. Gestién de la educacién superior.

Las condiciones, el ambiente cultural y otras condiciones
realistas determinan las disciplinas clave de apoyo y
formacién de la escuela, porque estas disciplinas son los
recursos basicos adquiridos por la escuela en la
acumulacion histérica a largo plazo. Es dificil que se
establezcan otras escuelas mediante una simple
duplicacion o imitacién en un corto periodo de tiempo. Solo
cuando la escuela invierta fondos y personal en esta
direccion, las disciplinas relacionadas pueden convertirse
en disciplinas lideres en el pais e incluso en el mundo.

2.1. Algoritmo de clasificacion de drboles de decision de

precision variable basado en una funcion de escala

El arbol de decisiéon es un método simple pero amr!i. merice
utilizado en modelos de clasificacién y prediccion. El a .ol <.e
decisién divide un gran conjunto de datos en partes 1. s pequefias
[19-21]. Esta parte mas pequefia del conjunto ¢'2 ac. "~ se denomina
nodo terminal. A cada nodo terminal se le Asigi.c tina etiqueta de
clase como marca. Los nodos no termin: ‘es € ;tan compuestos por
nodos raiz y otros nodos internos, e incluyen ¢ ndiciones de prueba
de atributos para distinguir registros de datos con diferentes
caracteristicas. Cuando el subconjunto de datos que se ha
particionado no se puede particionar ain mas de acuerdo con los
criterios de particion definidos previamente, se termina todo el

proceso de particion.

En esta ocasicn, obtenemos un arbol de decisiones con capacidades de
particién ¢~ '~ toria de decisiones. Los arboles de decisiones se utilizan en
muchos ¢ mpc .. Por ejemplo, en el marketing de bases de datos, los
arbol .. e decisiones se pueden utilizar para agrupar diferentes grupos
de clie. *es y ayudar a los especialistas en marketing a realizar
pru.2aciones correspondientes para diferentes niveles de grupos de

c'ei “2s para lograr una mayor tasa de respuesta. Lograr las ventas de

p: ~ductos esperadas.

El algoritmo de clasificacion del &rbol de decisién finalmente
genera un arbol [22]. Al observar el arbol, podemos entender
facilmente la estrategia de clasificacién correspondiente. Sin
embargo, los datos reales utilizados por Shan Yu son demasiado
grandes y el arbol que obtenemos es demasiado complejo. La
construccién de una estructura de arbol con una estructura simple y
un buen efecto de clasificacién siempre ha sido el foco de atencién
de los investigadores. En los Ultimos afios, con el auge del fenémeno
del "calor rugoso", la teoria de conjuntos rugosos y de conjuntos
rugosos de precision variable también se ha unido al ejército de
algoritmos de clasificacién [21]. La practica ha demostrado que la
fusion de la teoria de conjuntos rugosos y la teoria del arbol de
decisién puede construir una estructura de arbol de decisién mas
optimizada. Basandose en estudios previos, este articulo introduce
el concepto de funcién de escala y teoria de precisién variable en el
algoritmo de clasificacién del arbol de decision, y utiliza inhibidores
para limitar el proceso de crecimiento del 4rbol durante el proceso
de construccién del &rbol, y propone una nueva clasificacién de

arbol de decisién mejorada.
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Fig. 2. Algoritmo de clasificacién de arboles de decision.

Algoritmo de clasificacion del &rbol de decision. El algoritmo de clasificacién del

arbol de decisién se muestra en la figura 2.

2.2 Teoria de precision variable

La teoria de conjuntos aproximados fue propuesta por el
cientifico polaco Pawlak en 1982. Esta teoria es una nueva
herramienta matematica para tratar con el conocimiento vago
e impreciso [24]. La teoria de precisién variable se basa en la
extension de la teoria de conjuntos aproximados. La mayor
diferencia con la teoria de conjuntos aproximados es que
permite un cierto error de clasificacién al dividir, en lugar de
pertenencia y no pertenencia absolutas. La teoria de conjuntc s
aproximados de precisién variable optimiza la teoria de
conjuntos aproximados mediante la limitacién de la prec.sit
de la clasificacién. SEl modelo de conjunto aproximado de
precision variable mejora la capacidad antiinterferc= “ia de los
datos de ruido mediante la introduccién de pardm<i-os., pero
tiene un mayor impacto en la seleccién de valores ~'e r.ecision
de las variables. Para seleccionar el valor de preci='An de la
variable adecuado de manera especifica para cu > lir con los
diferentes requisitos de reglas de los diferei.*=s usuarios, la
variable de escalaSad la funcion de e< "ala (s) se introducen
para establecer un modelo de decisién dinmico.

Supongamos que la variable de escalas=1,2, ..., N, la
funcién de escalaAs)E [0.5,1], la precision de la division alfa
=0.10, entoncesA1)=0.5,A2)=0.6,A3)=0.7, A4) = 0.8,A5) =
0.9. Cuanto mas precisa sea la divisién de la escala, mas
detallada serd la expresién del conocimiento.

Multiescala toma de decisionesUEn sistema
D= (U, A V, Rs)),A=CD, C es el conjunto de atributos
condicionales, D es el conjunto de atributos de decisién
y el subconjuntoBCdodel universo U se divide en:
Subtitulo= {mh, mp, .., Minorte}, AS)E€ [0.5,1] son
variables de escala.V YESubtitulo, las aproximaciones
superior e inferior deAs), Y relativa aAs) son:

B{(Rs)) = {mi| do(S.M)<1 ~Rs)} (1)

B(As)) = {mi| do(5:Mi)=Ts)} (2)

(
r icdgnita|

Entre ellos,do(Y/X) = 1 —|ir s nﬁlf?% representa

la tasa de clasificacion errénea de cle sificar Y como conjunto X.

2.3. Algoritmo mejorado de drbo: Je decision de
precision variable ba< ado e 1 funcion de escala

La diferencia entre la c..=.cacién del arbol de decisién
basada en un conjunt~ aproximado de precision variable y la
clasificacién del arkl de aecisién segun la teoria tradicional de
conjuntos aproxin..dos es que los criterios para la seleccién de
atributos no se lirmic n a seleccionar los atributos con el &rea
libre mas grande, e/ drea no libre mas pequefia o el area limite
mas peque’ a como atributos divididos, la precisién promedio
ponderaia “ampién se propone como un nuevo criterio de
seleccié, de itributos [25]. La introduccién de la precision de
clasiiicacién (valor de precision variable) permite que el arbol
de dec-i6n se pode durante el proceso de crecimiento, lo que
reac " la complejidad del arbol de expansion; al mismo tiempo,
tam uién amplia el rango del &rea libre, puede tolerar la
existencia de algunos datos de ruido y mejora la robustez del
arbol. Sin embargo, el arbol de decisiéon bajo el modo de
conjunto aproximado de precisién variable aun tiene el sesgo
de seleccion de atributos divididos hacia aquellos atributos con
mas valores de atributo [26]. Dado que las formas de los
atributos y los campos de adquisicién de datos son diferentes,
el atributo con el mayor nimero de valores de atributo no es
necesariamente el atributo con el mejor efecto de clasificacion,
por lo que el sesgo de atributo siempre ha sido un factor
importante que afecta el efecto de clasificacion.

Por un lado, en el sistema de indices de evaluacién de la
informatizacién universitaria actualmente establecido en
nuestro pais, éste se compone mayoritariamente de
indicadores de dos niveles. Es dificil realizar una investigacion
profunda y detallada sobre los indicadores de cada nivel [27].
La relacién difusa de los niveles de evaluacién hace que
algunos indicadores tengan una mayor correlacién lo que
facilita que los mismos factores ocupen una gran proporcién al
calcular el peso del indice, lo que hace que la
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El resultado de la evaluacién no es razonable; por otra parte,
debido a la relacién difusa en el sistema de indice de evaluacién
compuesto por indicadores de dos niveles, la mayoria de los
indicadores tienen caracteristicas de integracién que hacen que
la incorporacién de algunos indicadores de actividad de
informacién importantes y la medicién que incluye el método
de promedio aritmético carezca de contenido de analisis
jerarquico profundo. En un sistema de multiples indices, a
menudo hay una superposicién de informacién grave o
multicolinealidad de variables explicativas entre los
indicadores, lo que provocara imprecisiones estadisticas. Los
resultados son dificiles de distinguir la contribucién de
diferentes pardmetros o factores. Ademas, el resultado
también es un valor de comparacién relativo bajo la premisa de
determinar un cierto punto de referencia, que solo tiene un
significado relativo, no un significado absoluto.

En este articulo, que aborda las desventajas de los métodos de
mineria de arboles de decision existentes, como la dificultad en la
seleccion de atributos, la débil capacidad antirruido y la incapacidad
de satisfacer las necesidades especificas de los usuarios, se combina
el conocimiento de la funcién de escala y el conjunto aproximado de
precision variable, y se propone un algoritmo teérico mejorado
(MSVPRSDT) que combina la funcién de escala y el conjunto
aproximado de precisién variable. En el algoritmo, se proporciona
un nuevo criterio de seleccién de atributos y se vuelven a
proporcionar la condicién de division de parada de nodo y el
método de prediccién de la etiqueta de clase [28].

En el proceso de construccién del arbol, considerando la
capacidad anti-ruido del arbol, el sesgo de los atributos y las
necesidades especificas de usuarios especificos, se propuso
una nueva divisién de atributos de importancia estandar-
atributo, que consideré de manera integral la funcién de escala
y la aproximacién ponderada. Precisién de clasificacion y
numero de valores de atributo.

El método de prediccion de la etiqueta de clase del
clasificador de arbol de decisién tradicional se basa en el nod
raiz como punto de partida y el arbol de decision se recorre
capa por capa a lo largo de la rama de prueba con el mis.n¢
valor de atributo hasta llegar al nodo hoja. En este momer. 2 la
etiqueta de clase del nodo hoja es el resultado de i redic zién
de la etiqueta de clase. Sin embargo, debido a la exztencia de
datos de ruido y algunos valores predeterminado. el ¢ fecto de
clasificacién de este método no es muy bueno. Po. 'o tanto,
este capitulo utiliza el método de prediccién de ('~uificacion
basado en el grado de coincidencia.

La ruta entre el nodo raizy cada n do t oja en el arbol de
decisién se define como una regla de decisi*n. Cada atributo de
condicién de prueba en la regla es el antecedente de la regla, y
la etiqueta de clase de un subnodo se denomina consecuente
de la regla.

Suponiendo que la muestra de prueba es Sy la regla de
decisién es r, entonces la muestra, el grado de coincidencia con

La regla de decisién r y la tasa de precisién de la prediccién son:

3 | cond/'cio'nmugsira
fésforo(muestra, regla) = K 3)

| condiicionregia|

(0]
EXaCl'/l'Ud=e/e'n}:enfo§fofrefm§ 4)

VOelementos totales

Dénde | condicionmuespta | representa exndmero
NuUmero de muestras de prueba y condicior_ -umplidas en regla, |
condlicidnregla| representa el nimero total ¢.> cor.di iones en la
regla, yoelementos totaleses el nimero de ( ler 1ertos en el conjunto de
datos de prediccion, yyoelementos corre :tos
es el nimero de etiquetas de clase cor, <tas [20].

De la definicién se desprend~ que: fdsforo(muestra,
regla)€ [0,1]. Cuando se re alize la prediccion de la etiqueta
de clase de la muestra c'2 piwcba, se selecciona como
resultado de la predicciin |7 etiqueta de clase de la regla
con el mayor grado de coincidencia. Cuando hay varias
reglas con el mismo grado de coincidencia, se selecciona
como resultado \'= la prediccién la etiqueta de categoria de
la regla que ar.are~e con mayor frecuencia.

Criterios para laseleccién de atributos divididos: este
documentn utiliza un algoritmo de clasificaciéon de arbol de
decisién =niorado que tiene en cuenta la funcién de escala, la
teoria d » con untos aproximados y el nimero de valores de
atrib_*0. Diferentes funciones de escala pueden satisfacer los
diferc~tes requisitos de precisién de toma de decisiones de
dircrer es usuarios. Sobre la base de la funcién de escala, la
31.:3cién de la teoria de conjuntos aproximados para tratar el
ccaocimiento difuso e inexacto puede mejorar eficazmente la
robustez del algoritmo [29]. El algoritmo de clasificacion de
arbol de decision tradicional tiene las caracteristicas de
seleccionar atributos con una gran cantidad de valores, y la
experiencia real nos dice que los atributos con una gran
cantidad de valores de atributo no son necesariamente
suficientes para mejorar el efecto de clasificacion. Para
deshacerse de este inconveniente, se consideran los atributos
de la cantidad de valores en el efecto de clasificacion. Este
documento utiliza la precision de clasificacién aproximada
ponderada de la funcién de escala y la suma del nimero de
valores de atributo para seleccionar atributos en la importancia
de atributo mas estandar del grado de seleccién de atributo
dividido, e introduce factores de supresién y niveles de
confianza para cortar el arbol de decisiéon durante el proceso de
construccién del arbol. En comparacién con el arbol construido
por el algoritmo tradicional, el arbol construido tiene una
estructura simple, mayor precisién de clasificaciéon y se ha
mejorado aun mas la velocidad de ejecucion.
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3. Anélisis de experimentos y resultados
3.1 Andlisis de casos

Los ajustes de parametros en el algoritmo
MSVPRSDT son los siguientes:As) = 0.8,alfa= 0,5, umbral
del factor de supresiénde/min=0.8. Utilice la férmula
para calcular la importancia de cada atributo para
obtener:

Firma(Aplicacion de informacion para la ensefianza) =O.495,
(5)
Firma(Informacion del método de ensefanza)  =0.315,
(6)
Firma(automatizacion de oficinas) =0.755 (7)
Firma(Gestion de la informacion) = 0.512 (8)

Por lo tanto, se selecciona la aplicacién de informatizacién de la
ensefianza como el nodo de divisién actual.

El atributo de aplicacion de la enseffannacion
incluye dos atributos (alto, normal) y los valores
subconjuntos que contienen.

son tdaito={1,2,3,4,8,12,14},
tunorma~{5,6,7,9,10,11,13} La clase
Las etiquetas de estos dos subconjuntos son inconsistentes,
para el subconjuntotdnormal, l1a confianza del subconjunto es
conferencialnormal) = GRAMO/7>0.8, por lo que el nodo deja de
dividirse y se marca como un nodo hoja [23]. La etiqueta de
clase del nodo hoja utiliza la etiqueta de clase mas grande en el
reconocimiento de subconjuntos. ttnormafPor lo tanto, se
obtiene una rama con una longitud de arco normal y un nodo
de hoja marcado como si. Para otro subconjuntotdaito, la
confianza del nodo correspondiente es menor que el umbral <~
confianza dado 0.8, por lo que se vuelve al primer paso para
este subconjunto y se continlia con la ejecucién. Después del
calculo, Sig (informacién del método de ensefianza) = 0.€2b
0.8, se pasa al ultimo paso para continuar con la ejecucién ‘re
encuentra mediante la observacién. Hay tres valoi <= de
atributo bajo el atributo de informatizacién de los =..Atouos de
ensefianza (construccién de infraestructura, consc=iccion del
equipo de talentos de informatizacién y construcc. *n de
recursos de informacién), entre los cuales l¢ co:.“~nza del valor
de atributo construccién de infraestructiira y ~onstruccién del
equipo de talentos de informatizaciér es conf(construccién del
equipo de talentos de informatizacién)) = 1 » 0.8, conf
(construccion de infraestructura) = 1 > 0.3, el nivel de confianza
del valor de atributo construccién de recursos de informacién
conf (construccién de recursos de informacién) = 0.5 < 0.8, por
lo que se obtiene una longitud de arco para la construcciéon de

infraestructuray

Root

Teaching information
application )
A ',/'

& B \ H
i ™ — —
V. h N N
/ Informatization of ‘\ Information \ y N
teaching methods | management / { Office \
A y Q 4

| automation /

— \ ”
— /' p — K Q

e Yy 5 D
High | A

Normal )

Normal S/

\ J [ Normal y _

Fig. 3. Arbol de decisién generado ¢ - el algoritmo MSVPRSDT.

Nodos de hoja Una rama marcac a con 2 noy otra rama con una longitud
de arco para la formacién de - quipc. de talentos de tecnologia de la
informacién y un nodo de hoj. mar :ado como si. Hasta ahora, se
considera que todos los subconjuntos se han ejecutado y la estructura del
arbol de decisién final < e mue_tra en la figura 3 [30].

EsAs) = 0.9 y.7s) =1 se obtiene el mismo arbol de
decisién, la comr'ejidad es 8, el nUmero de hojas es 5,
la profundidad d-I arbol es 3y la precisién de la regla
de decisidn es del 90%. El arbol de decisiéon conAs) = 0.
Se selec~iana 7, la complejidad es 10, el niUmero de
hojas €= 8, )3 profundidad del arbol es 4, la precisién de
la re g'a es del 70%.As) = 0.9,As) = 1 tienen la misma
estru-tura de arbol. La funcién de escalaAs) = 0.9, en
cumbpiracion conAs) = 0.7, es mejor queAs) = 0.7 yRs) =
0.c =n términos de precisién y estructura de arbol. Por
Ic.anto, para este ejemplo, la mejor funcién de escala
es As)=0.9.

3.2 Andlisis de los resultados experimentales sobre el

conjunto de datos estandar

Hay cuatro parametros variables en el algoritmo
MSVPRSDT: funcién de escalaAs), umbral de confianza
minconf,coeficiente de ajustealfa, factor de supresiénde/
min.Se seleccionaron tres conjuntos de datos para el
experimento. Las figuras 4 y 5 muestran respectivamente
la precision de clasificacion de diferentes funciones de
escala. As) en un solo conjunto de datos y el tamafio del
arbol de expansion.

La figura 4 muestra que cuando la funcién de escala esta
entre 0,8y 0,9, la precisién de clasificacién del algoritmo
MSVPRSDT en estos dos conjuntos de datos es relativamente
alta, y la precisién de clasificacion de la funcién de escala 0,88
de estos tres conjuntos de datos permanece basicamente sin

cambios. La figura 5 muestra que la escala de
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Fig. 4. Comparacién de la precisién de la clasificacién bajo diferentes
funciones de escala f(s).
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Fig. 5. Comparacién del tamafio del arbol bajo diferentes funciones de escala f(s).

El &rbol de expansién es proporcional a la funcién de escala.
Cuanto mayor seaffs), cuanto mayor sea la escala del arbol. La
escala del &rbol de expansiénf{s)=1 aumenta repentinamente,
lo que indica quef{s)La funcién tiene un mejor efecto de
clasificacién cuando estd cerca de 1, yf(s)No puede estar
demasiado cerca de 1.

Las figuras 6 y 7 muestran respectivamente la precision de clasificacién de
diferentes coeficientes a en el conjunto de datos y el tamafio del &rbol. La figura
6 muestra que cuando el coeficientea <0.5, el cambio del coeficiente a ti :ne . >co
efecto en la precision de la clasificacion y la escala del arbol de expansion ¢ >'s
tres conjuntos de datos.alfa >0.5. A medida que aumenta el coei.=1te a, | |
precision de la clasificacién y la escala del arbol de expansién de* _* joritino
MSVPRSDT en el conjunto de datos tienen una tendencia a volv. - .e r as
pequefias. Cuando el coeficiente a aumenta, la precision de la .. =ificaciény la
escala del arbol de expansién del algoritmo MSVPRSDT .n ei .2+ junto de datos
tienen una tendencia a volverse mas pequefias. a/f~=0.5. Tanto la precision de la

clasificacién como la escala del arbol de expans »n lor ran mejores resultados.

El algoritmo de arbol de decisién de precisién variable
basado en la funcién de escala es el método de analisis de
datos mas utilizado en la tecnologia de clasificacién. Utiliza un
conjunto de muestras de entrenamiento como datos de
entrada e implementa la descripcién de cada clase de decision.

inteligencia oficial 7
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Fig. 6. Comparacién de la precisién de la clasifi _acic. hajo diferentes
coeficientes.
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Fig. 7. C. mpare :ién del tamafio de los &rboles bajo diferentes coeficientes.

media te la aproximacion de la funcién objetivo discreta.
Desc-oir la funcién resultante en forma de arbol. Luego
c.asiiicar la nueva muestra cuya clase pertenece a la
muestra de prueba a través de la funcién obtenida por
induccién, predecir a qué clase de decisién pertenece la
nueva muestra y calcular la precisién de la clasificacién
para evaluar el desempefio de la funcién aprendida. El
algoritmo del arbol de decisién consiste en descubrir las
reglas de clasificacion ocultas detras de una gran cantidad
de datos en forma de un arbol intuitivo.

De la figura 8 se desprende que cuanto mayor sea el umbral
de confianzaminconf, cuanto mayor sea la tasa de preparacién
de clasificacién del algoritmo, pero la expresion de la pagina de
escala del &rbol de expansién, cuando el umbral de confianza
minconfse obtiene un valor apropiado, se puede obtener una
mayor tasa de precision de clasificacion y un arbol de
expansion mas pequefio en la misma escala de tiempo.

La figura 9 muestra que el cambio del factor de supresion es
inversamente proporcional a la tasa de precision de la
clasificacién y la escala del arbol de expansion. demin.>0.9. La
tasa de precision de la clasificacién comienza a disminuiry la
escala del arbol de expansién también comienza a disminuir.
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Tabla 1

Resultados de la clasificacién diferenciada mediante validacién cruzada

Iteraciones Numero de decisiones sobre muestras de prueba

De hecho De hecho No puede ser
coherente inconsistente clasificado
conel con el
muestra muestra
3 12 3 1
6 14 2 0
9 15 1 0
12 15 1 0
15 16 0 0
18 16 0 2

Basado en el algoritmo de clasificaciéon de arbc' s 2
decisién de conjunto aproximado de precisién vai.~hle, este
experimento propone un algoritmo de clasi®icac'#+. de arboles
de decisiéon mejorado que utiliza una funcio:. de escala en el
proceso de seleccién de atributos e ir rod ice un factor de
supresion en el método de poda previa de (rboles para mejorar
la generacién de arboles de clasificacion. La tasa de precisién
es el propésito de reducir la complejidad del arbol de
clasificacion. Al final, se utilizan 16 conjuntos de datos estandar
para el analisis experimental comparativo con otros algoritmos
de clasificacién de &rboles de decisién que tienen mejores

inteligencia oficial

Efectos de la clasificacion. Finalmente, se analizan los cuatro
pardmetros en el proceso de ejecucién del algoritmo.

La precisién de clasificacién promedio del conjunto de prueba es del
77,5% y la cobertura de clasificacién promedio es del 90%. Esto se
encuentra dentro de un rango aceptable en este articulo. Un conjunto de
reglas de decisiéon demasiado simplificado dard como resultado la
incapacidad de clasificar o cubrir con precisién algunas muestras de
productos nuevos y aplicaciones practicas. En el proceso, los pardmetros
de ganancia de informacién se pueden ajustar de manera flexible en
funcién de las caracteristicas de los datos para obte= 2r un conocimiento

perceptivo de una escala razonable.

4. Conclusion

Algoritmo de arbol de decisic.n de precisidn variable basado
en la funcién de escala. Este artic.'n estudia las ventajas de los
conjuntos aproximados, la t 2oria de conjuntos aproximados de
precision variable y la tec. ia de conjuntos aproximados de
precisién variable en el ca.»»< de la clasificacion, y propone un
método que combina'a funcién de escala y la teoria de
conjuntos aproxime los para clasificar conjuntos de datos. En
los criterios de seic *ién de atributos divididos, se consideran
tanto la precisin =< clasificaciéon aproximada ponderable como
el nimero de valores de atributo; en el método de prepoda de
arboles de - acision, se propone el concepto de factor de
supresic¢.i . 2ra hacer que la estructura del arbol sea mas
simple e inti civa. En comparacién con los métodos
tradicicnal2s de clasificacion de arboles de decision, el
algoric. 2o mejorado propuesto en este articulo tiene mejores
resu“~dos en la precisién de la clasificacién y la complejidad del
&rbiii de expansion. El algoritmo de clasificacion mejorado del
arvol de decision propuesto en este articulo se aplica a la base
de datos de gestion de la educacién superior, y se disefia y
realiza el submédulo de gestion de la educacién superior: la
clasificacion del &rbol de decision, y se descubren los factores
que influyen en la gestién de la educacién superior, lo que tiene
una gran influencia en la gestién de la educacién superior.
Aunque este articulo ha realizado ciertos resultados de
investigacion sobre el llenado de datos faltantes y la teoria de
clasificacion del &rbol de decision y la mejora del algoritmo. Sin
embargo, debido a la complejidad de los datos reales, la
amplitud del contenido de la investigacién y la capacidad
personal, todavia existen muchas deficiencias en el trabajo de
investigacién y ain quedan muchos problemas que deben
estudiarse mas a fondo y mejorarse en consecuencia. El
método de poda en el algoritmo de arbol de decisién mejorado
en este documento es diferente de la estrategia tradicional que
solo utiliza el apoyo y la confianza. Aunque la precision de la
clasificacion final mejora significativamente, la complejidad del
arbol no se reduce significativamente. Por lo tanto, el algoritmo
se ejecuta. Es mejor configurar
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los parametros del proceso de forma especifica, o utilizar
otros métodos de poda mejorados para reducir la
complejidad del arbol de expansién.
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